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The research patron's problem is how a non-expert can spend a given amount of funding so as
to induce the most scientific progress toward answering questions of interest to that non-expert
patron. Along the way, such patrons often want to induce consensus estimates about where the
weight of evidence lies on such questions, to guide the patron's external actions. Multiple
autonomous A.l agents, who distrust each other, also want trustworthy ways to induce one
another to create and share information. And, if possible, they want to form consensus estimates
they all act as if they agree with, to avoid inconsistency costs. Are these problems related?

THE PATRON'S PROBLEM

History and philosophy of science, both normative and
descriptive, have traditionally focused on cognitive issues,
neglecting the social dimension of science. The recent surge
in social studies of science has corrected this somewhat,
except that social studies have shied away from dealing with
the normative issues of how science should be organized.

As a result, science patrons, both in government and
private foundations, are left somewhat adrift amid a storm of
self-interested advice. What relevant literature there is focuses
largely on small variations of existing institutions, such as
in citation analyses, peer-review agreement statistics,
econometric studies, small experiments, and over-simplified
formal economic analyses.

Yet, contrary to popular impression, there is little
reason to think that our current academic institutions are near
optimum. Scientific funding and consensus methods have
varied dramatically over the centuries and across the world,
including direct patron/scientist relations, prizes, large
hierarchical civil services, scientist self-patronage, self-
evaluation within professional societies, etc.

Public patrons like the U.S. Congress are taking an
increasingly skeptical eye toward existing institutions, and
the time is ripe for a more fundamental rethinking of our
methods of funding and consensus. In fact a number of
interesting radical proposals have recently been made. A.lL
hubris and engineering-orientation may be just what is
needed to break out of traditional patterns and consider the
patron's problem anew.

DISTRUSTING A.I. AGENTS

A powerful approach to building intelligent systems is
that of modularity and subsumption -- build "societies of
mind" with bigger smarter agents composed of smaller
stupider agents. Having each agent look out for itself may
make the system more robust in the face of individual agent

failures and irrationalities, allowing more incremental and
experimental improvement.

But agent autonomy introduces various costs of
skepticism, since agents must now negotiate with each other
and cannot naively trust what other agents tell them.
Reasoning which crosses agent boundaries needs to be
mediated by institutions which discourage lying, and the
system as a whole will pay inconsistency costs unless each

‘component agent can be induced to act as if they agree with

some total consensus, even if they privately disagree with it.

Formal analyses of dramatically oversimplified
problems, like blocks-world or worse, can mislead us about
what the important problems are and what are scaleable
solutions.  Practical solutions to the patron’s problem,
however, allowing real distrusting humans to engage in
knowledge production in a knowledge rich context, should
teach A.L folks a thing or two.

A COMMON SOLUTION?

An intriguing solution to both of these sets of problems
is to simply introduce the core mechanism from a standard
method of financial analysis: markets in contingent assets
(really betting markets).

By introducing and subsidizing markets on particular
science questions, a patron can both efficiently induce
research on those questions and induce continuous and precise
consensus estimates on them. The non-expert patron need
make no choices about who should research a question or
what methods are appropriate.

Distrusting A.l. agents can also use such markets to
form a consensus on important questions, so that it is in
each agent's interest to act as if they agree with the
consensus. Such markets can also be used as trustworthy

- information channels; it is very hard to win by lying to the

market (betting against one's beliefs) and if others have
concems, they can use the market to take out insurance, so
the question becomes irrelevant to them.

This proposal is radical, but it deserves a closer look.
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QUESTIONS

These questions become increasingly speculative.

1) How can a non-expert patron of research spend a given
amount of funding so as to induce the most scientific
progress toward answering questions of interest to that

l’

2) How can such patrons induce sound consensus estimates
along the way about where the weight of evidence lies on
such questions, to guide the patron's external actions?

3) How can multiple autonomous A.l. agents, who distrust
each other, find trustworthy ways to induce one another to
create and share information, allowing inference to cross
agent boundaries?

Dust Storm Coming!
Run for Shelter!

4) How can they, to avoid inconsistency costs, form
consensus estimates they all act as if they agree with,
even when they are autonomous and really disagree?

5) Consider composing intelligent systems from intelligent
components, as in the figure below. At what level of
aggregation do we want, or can we expect, systems to
have consistent beliefs? Consistent goals? To act
"rationally"? To be skeptical of each other? To compete?
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6) What properties of systems do we want to hold at a wide
variety of aggregation scales? If some properties are only
appropriate at certain levels of aggregation, what makes
those levels special?

7) To what extent does the availability of other co-existing
systems allow us to weaken traditional notions of agent
"l'aﬁ,onality"?

8) How does the fact that real A.Ls, when we get them, will
be imbedded in and can draw support from the same rich
supporting culture, society, and economy that we are in
change our conceptions about what will be hard and easy
about designing such systems? That is, why should an
AL need to know how to do something it can hire a
human to do cheaper?

9) In a combined society of A.Ls and humans, what will
humans have to contribute? How will this change as
A.Ls get smarter?

10) What features of human society and modes of social
interaction stem largely from peculiarities of humans
technical limitations, and from human biological heritage,
and should not particularly constrain societies of A.Ls
(and perhaps modified humans)? For example, what if
A.Ls need not "die" often, can easily copy themselves, can
share and exchange parts of themselves, may have a much
larger bandwidth for interaction, may be much more
specialized for specific cognitive tasks, and need not be
constrained by genetically programmed goals.

11) Can A.Ls use a more precise language with each other
than humans do? Can they use formal contracts and
markets more? Will they be less susceptible to national
and cultural allegiances? Will they be more "cutthroat" in
modifying their basic goals to whatever atlows them to
reproduce and/or be economically prosperous?

12) At different levels of aggregation, what will be typical
degrees of commitment of systems to specific patterns of
interaction with other systems? That is, will "agents"
typically have little freedom because they were born with
or contracted to work in a particular role within a
particular highly structured organization, or will they
usually be more autonomous, using credible threats to
change agent relations as negotiating levers to induce
competition?

13) Will "slavery” relations between A.Ls be typical? With
so many possible agent "sizes", will economic measures

- replace head-counts in determining representation in
political organizations?

14) What knowledge sources and tasks will typically be
shared, with most agents contracting to gain access to this
knowledge or reasoning as needed from standard sources.
through standardized interfaces, and what knowledge will
typically be agent specific,created anew by each agent as
needed, and perhaps so situation specific that its not clear
it could be shared?



